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Entropy is good

Testing RNGs
or

How PPC changed 
my life



Kuba Tatarkiewicz

• Got HP-25 as a wedding gift in 1976

• Just graduated from physics department of Warsaw University

• HP-25 cost $140 or roughly my yearly salary

• In 1978 joined PPC, member number 2865

• Few contributions to PPC Journal but some were printed

• In 1981 worked for Gearhart Ind., Ft. Worth, TX

• From my first salary bought HP-41C

• Ordered PPC ROM – got #417

• Sold it together with 41C and accessories in 1988 to friend in Poland

• 2024 I bought on eBay #5150 and added to my collection of vintage HPs



Programming 41C

•Got several programs published in PPC Journal

• Returned to Poland in 1982 (martial law)

• Finished my PhD in 1983 – part of it on 41C

• Did some programming just for fun

• SIMAN – conversion of any units to SI (V12N2P30)

•Got Bronze Overlay from HP Users’ Library Europe

• In 1986 effectively stopped using HP-41C because got 
first Macintosh and used it also for programming



RNGs in my life

• In 1976 programmed ERPEX, Monte Carlo code for 
simulating ranges of energetic protons in solids

• The code is still in RSICC Library at ORNL (FORTRAN)
https://rsicc.ornl.gov/codes/ccc/ccc3/ccc-305.html

•RADDI was Monte Carlo simulation of radiation 
damages in solids, mainly in semiconductors

• Together with HP-41C code SDXRET for low energy 
ion damages it was enough to get PhD in 1983

•All these simulations were using PRNGs



Monte Carlo Integration V7N2P54



Testing RNGs visually V10N9P22 (1983)



• In 1996 moved to USA; in 2008 became US citizen

• Worked at MIT, UCSD, founded startup MANTA Inc.

• In 2020 founded startup RANDAEMON in Poland

• We develop true quantum random number generators 
based on beta decay (tritium, nickel-63)

• RANDAEMON got 11 US patents allowed

• Some of our patents used Monte Carlo simulations

• Testing tQRNGs is purely statistical process after random 
numbers are produced – only probability if they are OK

• We can only test finite number of random bits - time

Fast forward to 2024



Random numbers are produced

‟Any one who considers arithmetical methods of 

producing random digits is, of course, in a state of sin. 

For, as has been pointed out several times, there is no 

such thing as a random number - there are only 

methods to produce random numbers, and a strict 

arithmetic procedure of course is not such a method.”

J. von Neumann, Various techniques used in connection with random digits
vol. Monte Carlo Method, eds. A.S. Householder, G.E. Forsythe and H.H. Germond, 1951



Simulation in Excel using Visual Basic

N = 256 (matrix 16 x 16)
a = 2 mm (distance between source and detectors)
b = 1.6 mm (side of the square matrix)
c = 1 mm (overhang of the source over matrix)
d = 0.1 mm (single detector diameter)

Monte Carlo simulation involved 
generation of 8∙109 electrons*

☞ only 1.4 % reached the matrix

* VB function Rnd() has a period of about 
2∙107 numbers; we used RndM() based on 
Wichmann-Hill algorithm with a cycle of 
about 7∙1012 different numbers possible
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https://www.vbforums.com/showthread.php?499661-Wichmann-Hill-Pseudo-Random-Number-Generator-an-alternative-for-VB-Rnd()-function


BARN – new class of ciphers

•Cryptography is all about maximizing entropy

•Bury Among Random Numbers

• Bits of any digital message are inserted into the 
stream of random bits from tQRNG

• Insertion is following a key or some random pattern

• US patent 12,034,834

• The BARN method is easy to program (low power) 
but hard to crack by brute force only

• 256-bit octal key creates about 4∙1062 permutations



How BARN works 

bits

bit#
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 …

0 0 0 1 1 0 1 0 0 0 0 0 1 0 1 1 1 0 1 0 0 …

1 2 3 4 5 6 7 8 9 10

1 1 1 0 0 0 1 1 0 1
bits

bit#

☚ stream of random bits

☚message

bits

bit#

shift

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 1 1 1 1

1 3 2 1 1 3 2 1 1 3

☚message embedded into the random bit stream, key {1, 3, 2, 1}

bits

bit#

shift

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

1 0 0 1 1 1 0 0 0 0 0 0 1 1 0 1 1 1 1

2 1 2 1 2 1 2 1 2 1 2 1

☚ failed attempt to decode a message, key {2, 1, 2, 1}



Testing tQRNG and BARN visually

Trigalights®



To remember

•Good random numbers are produced, not generated by 
some arithmetical formula

•AI can analyze sequences of PRNGs and eventually find 
the formula used to generate random numbers

•Only physical quantum sources of entropy can be trusted

• Even such sources require proof (typically there are 
based on Poisson or Gaussian distributions of events)

•When running simulations, do not trust PRNGs as most 
have very short sequences compared to billions of points
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